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Current architecture and design principles — As is today
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5G reference architecture (from networks-as-devices to networks-as-software) — As is

E2E Service Orchestration & E2E Slice Management

Open APIs

K8s based Telecom Domain Automation (NEPHIO*)

Workload | (NFs) Configuration

Workload Resource (NFs)

Cloud Infra Resources Automation SG VN F SG VN F

Automation (Public & Private)

v

¢ > Kubernetes and plug-ins

\ 4

Cloud infrastructures

*) Nephio aims to make Kubernetes the de facto standard for declarative (imperative =» descriptive) management within telecom, by establishing common templates that conform to both Open RAN (O-RAN
Alliance) and 3GPP specifications for automation/configuration management.
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6G reference architecture: cloud native and secure by design (powered by eBPF) — To be

The extended Berkeley Packet Filter (eBPF) has the potential for networking (SDN of cloud native age and
bridge cloud), observability everywhere and security assurance with improved QoE

Cloud-Native 6G Automation

O ppr = Kubernetes and plug-ins
Cloud infrastructures

*) eBPF let you run custom code in the kernel when the kernel or an application passes a certain hook point (system call, function entry/exit, kernel trace point, network event, etc.)
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What is the extended version of the Berkeley Packet Filter (eBPF)?

* eBPF is a general-purpose engine (virtual machine) to run programs in the Linux kernel (and now Windows) and
instrument its behavior without changing kernel’s source code and introducing any harm to its stability

* eBPF programs are portable between kernel versions, atomically updateable, avoiding workload disruption and node
reboot, and verified at load time to prevent kernel crashing or other instabilities
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Examples of eBPF program types for Tracing & Networking and attachment types
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Why eBPF?
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Programmability Visibility, Control and Performance Overhead

* eBPF makes the kernel * Performance tracing of pretty much any aspect of a system * eBPFlow overhead (e.g.,
programmable (CO-RE, (one host OS) “sidecar-free” service
BTF, and libbpf) at mesh, XDP offloading —

. g * High-performance networking (2.5x vs. regular Iptables, 4.3x Tz il meles i
runtime and ensures over IPVS for load balancing, O(n) to O(1) operation for P

e safet-y.of L TR looking up a rule in a table*, where n is the number of rules) ideal for productlon level
and stability of loaded cloud native

programs * Real-Time threat detection and response, detecting and environments for Telco
(optionally) preventing malicious activity

“eBPF is to Linux kernel (and now MS Windows) what a Java-script is to Web browser”

*) Updates to iptables aren’t the only performance issues: looking up a rule requires a linear search through the table, which is an O(n) operation, growing linearly with the number of rules. Cilium uses eBPF hash table maps to store network policy
R rules, connection tracking, and load balancer lookup tables, which can replace iptables for kubeproxy. Both looking up an entry in a hash table and inserting a new one are approximately O(1) operations, which means they scale much, much better.
-—
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NIC to process

How eBPF advantages for pod networking
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* 2.5x vs. regular Iptables Linux networking

* 4.3x over IPVS for load balancing

* O(n) to O(1) operation for looking up a rule
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How eBPF may reduce the number of service mesh proxies to provide the same services
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eBPF for runtime security
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Sauron eBPF

K8s Control Plane
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Sauron eBPF deployment

The extended Berkeley Packet Filter (eBPF %) has the potential for networking (SDN of cloud native age
and bridge cloud), observability everywhere and security assurance with improved QoE

1) Observability (2] Transport

3] Security Sauron

https://ieeexplore.ieee.org/document/10138542
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Corresponding author: David Soldani (david.soldani @rakuten.com)

E ABSTRACT Modern mobile communication networks and new service applications are deployed on cloud-
native platforms. Kubernetes (K8s) is the de facto distributed operating system for container orchestration,
and the extended version of the Berkeley Packet Filter (eBPF) — in the Linux (and MS Windows) kernel
— is fundamentally changing the approach to cloud-native networking, security, and observability. In this
paper, we introduce what eBPF is, its potential for Telco cloud, and review some of the most promising
pricing and billing models applied to this revolutionary operating system (OS) technology. These models
include schemes based on a data source usage model or the number of eBPF agents deployed on the network,
linked to specific eBPF modules. These modules encompass network observability, runtime security, and
power dissipation monitoring. Next, we present our eBPF platform, named Sauron in this work, and
demonstrate how eBPF allows us to write custom code and dynamically load eBPF programs into the
kernel. These programs enable us to estimate the energy consumption of cloud-native functions, derive
performance counters and gauges for transport networks, 5G applications, and non-access stratum protocols.
Additionally, we can detect and respond to unauthorized access to cloud-native resources in real-time using
eBPF. Our experimental results demonstrate the technical feasibility of eBPF in achieving highly performant
monitoring, observability, and security tooling for current mobile networks (5G, 5G Advanced) as well as
future networks (6G and beyond).

INDEX TERMS eBPF, extended Berkeley packet filter, cloud-native observability, cloud-native security,
cloud-native networking, cloud-native monitoring, 5G, 5G Advanced, 6G, Kubernetes, K8s.

https://ieeexplore.ieee.org/document/10138542
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Conclusions

-

* Collaborative efforts for innovative 6G use cases:

* Building on the existing network architecture:
Leveraging the current network architecture as
a solid foundation for the development of 6G

With our Ecosystem Partners we are actively collaborating to explore and develop
diverse 6G use cases, including logistics, smart factories, drones, medical
applications, and more

 Empowering a secure and cloud-native 6G ecosystem:

Utilizing Rakuten Symphony, we aim to create a robust and secure 6G ecosystem
powered by eBPF technology

N
R
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